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ABSTRACT

A method for integrated control/structure
optimization by multilevel decomposition is
presented. It is shown that several previously
reported methods were actually partial
decompositions wherein only the control was
decomposed into a subsystem design. One of these
partially decomposed problems was selected as a
benchmark example for comparison. The present
paper fully decomposes the system into structural
and control subsystem designs and produces an
improved design. Theory, implementation, and
results for the method are presented and compared
with the benchmark example.

INTRODUCTION

Over the last decade, increasing attention has
been given to control/structure interaction (CSI)
problems and the integrated design of a structure
and its controller. In general, the approaches to
integrated design can be categorized as either
sequential or simultaneous [1]. A sequential
method is one in which one disciplinary design
iteration precedes the other. The interactions
between the structure and control are examined in
an analysis step but are not rigorously included in
the determination of design changes in the next
iteration step. A simultaneous design method is
one in which the control and structure design
problems are combined into a single design
problem. Interactions are considered at the outset
and the effects of the structural and control design
variables are considered together. References I
through 19 give examples of simultaneous
structure and control design approaches, each of
them optimization-based.

Study of these papers shows that there are a
variety of possible approaches to the problem of
simultaneous structure and control design even
within the limits of being based in optimization
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methods. Often, the objective function is s_'uctural
weight plus some weighted function of controlled
response. Typical constraints might be on closed-
loop frequencies or structural deflections. Usually,
the methods proposed have stated the design
problem as a single optimization problem wherein
detailed structural design variables (member sizes)
and control gains are of equal status as problem
design variables. The problems on which these
methods have been exercised have been relatively
small, consisting of a simple structure with a few
structural design variables and simple controllers
with a few gains. While these methods have
worked well, they could easily require extremely
large design problems for a Iarge, complex
structure. To make the problem size more
manageable, the number of design variables might
have to be reduced to ineffectual levels. There is

also an organizational problem associated with
combining the synthesis of structure and controller
so directly. A typical aerospace design organization
is highly segregated along disciplinary lines.
Obviously, sufficient communication exists
between disciplinary design groups to effect the
design of successful aerospace systems. However,
there are cases of actual flight hardware with
problems that might well have been caught before
production had the design process more closely
coordinated structure and control design functions.

Multilevel decomposition is an alternative
approach to large multidisciplinary system design
that has been proposed [20]. In this approach, a
large multidisciplinary system is broken down
along disciplinary and hierarchial lines into
subsystem designs that are smaller and more easily
managed than the complete, integrated system. The
subsystem designs are coordinated at a higher level
where the influences from each subsystem are
integrated. At this top level, the design variables
quantify the influence of the subsystems on the
total system, but are not at the level of detailed
design. Desired changes in these variable are passed
to the appropriate subsystem design functions
wherein detailed designs are accomplished treating
the quantities specified from above as parameters to
be held constant. An important element of this
process is the return, from the subsystem designs
to the upper level, of the values of sensitivity
derivatives with respect to the parameters held



constant.Thesesensitivitiesareusedatthetop
level to constructgradientsfor use in an
optimization.Thesensitivitiesmaybeof any
quantifiesthatinfluencetheobjectiveandconstraint
functionsbeingusedat thetop level. If the
subsystemdesignsarethemselves accomplished
through optimization, then the sensitivities would
be the so-called "optimum sensitivity derivatives"
[21] or, more correctly, "sensitivities of the
optimum". Thus these sensitivities account for
how the optimum subsystem design will change as
the parameters are changed. Further, since the
controlling influence upon the disciplinary designs
exists at the top level where the design variables are
related to each of the contributing subsystems, the
top level design is a simultaneous one.

Several of the simultaneous structure and
control design methodologies cited in this paper [5,
13, 15'17] have actually been set, knowingly or
not, in this multilevel format. In these papers, the
structure was represented completely at the top
level with no decomposition. The structural design
variables were either the detailed structural sizes or
more global structural parameters (such as stiffness
characteristics) without regard to the detailed
structural design. All of them, however, also
incorporated the optimal, steady-state, Linear
Quadratic Regulator ('LQR) as controller. At each
iteration step, a LQR design is obtained and
sensitivities of this optimum are computed with
respect to the top level variables (structural sizes
and, in some cases, elements of the weighting
matrices used in the LQR synthesis), and used at
the top level in constructing gradients of the
objective and constraint functions for the next
iteration. Sensitivity equations for the LQR and
LQG (Linear Quadratic Gaussian for systems
incorporating Gaussian white noise) control have
been well developed over the past years [22].
Sensitivities and even multilevel decompositions
for purely structural systems under static loading
have also been developed [23, 24]. However, to
date, decomposition of both structure and control in
the controlled structure design problem has not
been achieved. It is the purpose of this paper to
report on a simultaneous structure and control
optimization wherein the total system has been
decomposed into both structural and control
subsystems.

MODEL DESCRIPTION

The structural model chosen for this study is
the ACOSS-4 [25], shown in figure I. The
tetrahedral truss, mounted on three bipods, is
intended to model a feed tower for a class of large
space antennae. Colinear with each bar in the

bipods, an axial force actuator is assumed to exist.
All geometric and material properties are assumed
to be in unspecified but consistent units. Table I
gives the nodal coordinates, and Table II gives the
nodal connectivities and the initial cross-sectional
areas of the truss elements. The elastic modulus
of each member is 1.0 and the mass density is
0.001. A concentrated mass of 2.0 is assumed to
be at each of the four comers. Further, the mass
"units" are assumed to be such that the total mass
of the structural elements is negligible in
comparison to the total of the concentrated masses.
Thus the structural mass does not enter into the
dynamic characteristics of the model. This model
is a good compromise between simplicity and
complexity, and is well represented in the open
literature. The controller is chosen to be the

optimal steady-state LQR. Its use will also allow
comparisons to be made with published results
[171.

PROBLEM

Equations of Motion and LQR Control

The matrix equations of undamped, forced
motion for the finite element model of the structure
take the form,

Mii" +Kw = bu (1)

where M and K are the mass and stiffness matrices,
and w is the vector of x, y, and z displacements of
each of the comer nodes. The matrix b is the input
matrix defining the geometry of the applied load
distribution. In this case it contains the direction
cosines of the six actuators. The input vector u,
then, is composed of the forces exerted by each of
the actuators. The undamped natural modes of the
structure are obtained by solving the eigenvalue

problem,

Assuming linearly independent eigenvectors, the
damped equations of motion can then be cast in
modal form,

where

and

_i + 2xq;t + Rx = !_ u, (3)

=_TK_=_2

=_Tb

w=C_x



Above, _ is a diagonal matrix of modal damping
factors, • is the modal matrix containing the

eillenvectors obtained in the solution of equation 2,
ta" is a diagonal matrix of squared structural
frequencies from the solution of equation 2, x is
the vector of generalized coordinates, and I is an
identity matrix.

The equations of motion may then be put in

state-space form,
= AX + Bu (4)

where

x {:t

wd

[0 i]A= -f12 -2f2_

A linear state feedback control law would be of

the form,
u=-GX (5)

The LQR control law is that which minimizes the
cost function,

J =if xTQx + urRu } dt (6)

0

subject to the constraint of equation 4. The
matrices Q and R are weighting matrices. The

gain matrix is found from,

(; = RIBTp {7)

where the symmetric matrix P is the minimum
solution to the steady-state, algebraic matrix

Riccati equation,

ATp + pA- PBR'tBTp + Q = 0 (8)

Then, the equations of motion of the closed-loop
system may be written,

X=Ac_X {9)
where

Ad --A-BG

Benchmark Example

The design problem to be considered, taken
from reference 17, is the minimization of the
Frobenius norm of the feedback gain matrix,

subject to lower bound (lb) constraints on the first
two closed-loop (el) frequencies and the damping
parameter of the first closed-loop mode. Side

constraints are imposed on the cross-sectional areas
of the truss members, which are the design

variables, y. Also, the open-loop damping factors,
_, are assumed to be zero. The problem reads:

subject to:

rain Fr = Tr (GTRGG) (10a)
y

¢ab _>41 (10b)

Za1 ---_,d1

Ylb < Y -< Yub for each y

(10c)

(10d)

(10,:)

where, for eigenvalue

_.= o±j_

the damping parameter is defined,

02+¢D 2

The gain weighting matrix, R_, is taken to be an

identity matrix and is distinct from the control
weighting matrix in equadon 6. The weighting
matrices Q and R in equation 6 are also identity
matrices. In reference 17, the lower bounds in

constraint equations 10b-d are 1.341 r/s, 1.6 r/s and
0.15, respectively. The lower bound on each of the
design variables was 10 while two different upper
bounds (ub) were considered. One was 1000, and is
referred to as 'Design II' and the other was 2000,
referred to as 'Design III'.

A description of the method used in reference 17
will be given partly because similar ideas are
important for the present formulation. It will also
facilitate demonstrating how the approach of
reference 17 (as well as references 5, 13, 15, and
16) was actually a partial decomposition. Some
results from reference 17 will be shown later for

comparison with the present results. Gradients of
the Frobenius gain norm and the constraints are
found from,

3Fr (_GT _ T _G'_

3"-_'- = Tr _"_'-y lCGLi+ G RG'_-y J
(1l)

(12)
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Since the eigenvalues occur in Complex conjugate
pairs, care must be taken when evaluating equation
12 that the derivatives have the proper signs.
Above, Wt. and _R, are left and right eigenvectors

for the eigenvalue problem,
[I _-i - A] Vi = 0 (14)

The derivatives of the A and B matrices are,

(13)

E° ° l_A 2 3f_

-a7: -z77-y;
(15)

_)B (16)
"_'Y = --b

where each diagonal element of the derivative of the
f22 matrix is,

2 r( aK aM

in the interests of brevity, the expressions for the
derivatives in equation I6 of the eigenvectors will
not be reproduced here as they are given in reference
17.

Finally, the key element is the derivative of the
feedback gain matrix,

0G = R-IaBT R-IBr_P_ (18)"a7¢P+
The required derivative of the Riccati solution, P,
is obtained by differentiating the Riccati equation to
yield,

.IBTpt+( A -1 T ]T_p

/ _ -BR n PS ay.

(19)
This equation is a Lyapunov equation with 0P/0y
as the unknown. Since the LQR control solution

guarantees an asymtotically stable closed-loop
system, the coefficient matrices (which are Aci and

Aft) of aP/c3y are asymtotically stable. Thus an

unique solution for 3P/0y is guaranteed [22].

As mentioned earlier, this organization of the
design problem is a partial multilevel
decomposition, as shown in figure 2, wherein only
the control design is decomposed into an optimal
subsystem design. The determination of the
detailed structural design variables is handled at the
top level and there is no structural decomposition.
The structural design variables serve as constant
parameters for the control design and sensitivities
of the optimal control solution, and resulting
behavior variables (closed-loop eigenvalues), are
computed. As described in reference 21, the
optimum sensitivities are obtained through
differentiation of the conditions of optimality
satisfied by the solution of the optimization
problem. The Riccati equation (equation 8) fills
the role of optimality conditions for the optimal
steady-state LQR problem.

Present Formulation - General

A generalized decomposition would appear as
shown in figure 3 wherein the objective function is
minimized with respect to higher level design
variables, denoted by z's, that characterize
subsystems I and II. In each iteration, the
subsystem optimizations are performed with
equality constraints enforcing the invariance of the
parameters, z, specified as design variables at the
higher level. After each subsystem optimization,
sensitivities of the optimum solutions are
computed, as are sensitivities of appropriate
behavior variables, denoted in figure 3 by q's, that
may be of importance to the top level design. The
behavior variables might be used in the top level
objective or constraint functions. In the
development that follows, optimum sensitivities
are indicated by superscript asterisks.

The general top level optimization :problem is
given by,

ztr_n F(z, cO (20a)

subject to:
_(z,cO-<0 (2oh)

_<z_<z_ (20c)

The optimization problem for subsystem I would
be_ ...........

FI (YI' q! (Yl)' qtl ('vii) ) (21a)



subject to:

gx i(Yt•qt (Yl)'qa (Yn) ) < 0 (21b)

za= ra(-vI'qt(Y_)'qu(Ya)) (21c)

Yi_,<Yl-<Ylub (21d)

Note thatdependenciesupon behaviorvariables,qn'

from subsystem IIare includedin the functional
statementsabove. This isbecause theremay be

strong physical coupling between the two

subsystems. If so, then a certainamount of
iterationbetween the subsystem designsmay be

necessaryat the lower level.The firstconstraint

representsthose constraintconditionsapplicable

directlyto the subsystem design. The second

constraintrepresentsthe requirementthatthe top

leveldesignvariablesapplicabletosubsystemIbe

theparametersheldconstant,ormatched,duringthe

subsystem optimization. The statementof the

optimizationproblem forsubsystem IIissimilar.

Gradients of the objective and constraints for

the top level optimization are,

dF OF x-_ _F 8q_

= _ + 2=# (22)
i _)qJ Sz

and

dgi _gi _ °_gi _q7
(23)

"_" = "ff'z + 2., Sz
j bqj

The _5/8z derivatives arc pseudo-partial derivatives
in that while they act as partial derivatives in

equations 22 and 23, they are constructed from
sensitivities from the sublevels. The superscript

asterisks indicate that optimum sensitivities from

the subsystem designs are used,

The above equations are quite general and simplified
in that no distinction is made between q's, y's, and
z's for one subsystem and those for another.
However, to do so would unnecessarily complicate

the presentation of the equations and would not
increase their generality. Application of these

equations to any particular problem would involve
careful attention to actual functional dependencies

among the problem variables and parameters that
would be unique to each application. The optimum
sensitivities in the above equations come from
differentiation of the necessary conditions of

optimality, dea-ived in reference 21 in a form that is
typical of structural optimization problems. The
essefitial information for computing the
sensitivities of the optimal steady-state LQR

problem is given briefly in this paper and in more
detail in reference 22. Accordingly, further

analytical description of these sensitivities will not
be given here and the interested reader is encouraged
to consult refcrences 21 and 22.

Present Formulation - Detailed

The distinguishing clement of the present
formulation will be the decomposition of the

structural subsystem to a sublevel equal to that of
the control subsystem. Since the problem to be
solved is the same as the benchmark example, the

top level objective and consuaints are similar to
those in equations 10a-d, except that different top
level design variables will be used. Also, the
constraints are formulated as reciprocal Taylor

series approximations. Since the benchmark
example only uses structural design variables at the
top level, the new top level design variables will
only be structural as well. The structure is
represented in the control design by its modal
characteristics, so the top level design variables
will be a subset of the squared natural frequencies of
the open-loop structure. Specifically, the squared
frequencies of modes 1, 2, 4, 6, 8, 10, and 12 will
be used. In the following discussions, these will

be denoted by COp2 's, corresponding to the z's in

the general formulation given previously. The
remaining squared frequencies will be denoted by

cox 2 's and will be treated as behavior variables,

qs'S, from the structural subsystem.

The statement of the top level optimization

problem is, then,

rain Fr = Tr (GTRoG) (25a)

og
subject to:

_ _i

gi go i
< 0 (25b)

2 2

where, for (%11 ,

%5

(25c)

The subscript O's denote starting values. The

expressions for c%12 and _clt are similar. Move

limits of ---it of the current starting values at each
step are imposed on the design variables as side
constraints.



The structural subsystem design is posed as an
optimization problem to minimize weight with
respect to the cross-sectional areas of the twelve
truss members subject to the parameter matching
constraints (i.e. equation 2ic) and side constraints
on the design variables. The authors did not wish
to attempt enforcing strict equality for the

2 'Sparameter matching constraints, so the tOp
desired from a top level design iteration were
considered matched if the corresponding eigenvalues
from the structural design were within a small
tolerance, 52e. Thus the problem reads,

m_ w_y) _26a)

subject to, for each desired parameter, cop2:

I - - 1 _ 0 (26b)

and for each variable, y,
lO_ y < 2o00 (26¢)

There are no additional constraints (the gi's of
equation 21b) Such as stress Or deflection limits
since there are none imposed in the benchmark
example.

The LQR control subsystem design is the same
as described by equations 5 through 8. The real and
imaginary parts of the closed-loop eigenvalues are
behavior variables, qc, from the control subsystem.
The expressions for the sensitivities are similar to
equations 11 through 19 except that y's are replaced

by tOp2 'S for parameter sensitivities and by tO._2's
for structural behavior variable sensitivities.
Sensitivities of B ate zero since it is assumed not a

function of frequencies.

Once the subsystem optimizations are
complete, optimum sensitivities with respect to
parameters and behavior variables can be computed
and the top level gradients can be constructed. Note
that the physical coupling between the structure and
control designs is one way, namely, from structure
to control. Thus, none of the control behavior
variables influences the structure design, whereas
structural behavior variables (squared frequencies) do
influence the control design. The first step is to
calculate the pseudo-pattiai derivatives of behavior
variables in equation 24. For the structural

behavior variables, qj = tosj2, equation 24 becomes,

(27)

The derivatives of the squared frequencies with
respect to the structural design variables, y, are
available from the implementation of the structural
optimization step and ate computed from equation
17. While they are not optimum sensitivities
because they are not in any way computed from
differentiation of the optimality conditions, they are
the eigenvalue sensitivities for the structure at the
optimum solution. For the control design behavior
variables, equation 24 becomes (for the closed-loop
eigenvalue imaginary parts only),

j _Yt * (28)

Note that the last summation in equation 28 is
simply the expression in equation 27. The
expression for the eigenvalue real parts is similar.

The gradients for the top level objective and
constraint functions can now be obtained, with
reference to equations 27 and 28, as

+ _ RoG + GTRG J (29)

(30)

Implementation

The top level and both sublevel optimizations
were written as separate codes that communicated
through data files. The ADS [26] optimization
code was used at the top level and structural
subsystem while the optimum LQR solution was
obtained using the ORACLS optimal control
design software package [27]. The Sequential
Quadratic Programming strategy was used at the
top level with the Modified Method of Feasible
Directions optimizer and the one dimensional



search option wherein the minimum of the
constrained function is found by first finding the
bounds and then using polynomial interpolation.
The same options were used in the structural

subsystem optimization. The move limit, It, on
the top level design variables was set initially to
5%. This was reduced as the final solution was

approached to overcome oscillation in the
constraints. The tolerance, e, in the parameter
matching constraints was set to 1%.

The structural subsystem optimizations tended
to experience difficulty satisfying the parameter
matching constraints (equation 26b) since any top
level design variable change of more than 1%
resulted in an infeasible starting point at the
structure sublevel. Thus, an intermediate step was
introduced into the procedure by which the
structural design variables were adjusted until the
1% parameter matching constraints were met.
These values of the structural design variables then
served as the starting point for the structural
subsystem optimization. The adjustments were
automated by forming an optimization problem
(again, using ADS) wherein a cumulative function
of the parameter matching constraints is minimized
with respect to the structural design variables until
the function becomes negative, thus ensuring that
the constraints were satisfied. A cumulative

function with this desirable property is the so-called
KS function [28]. For a set of NC constraints, gi,

the function is,

1 c _gi
KS =T In y. (31)

i-I

where p is a weighting parameter selected so as not
to produce an over- or underflow condition when
computing exponentials of large positive or
negative numbers. This function has the property
that it is always greater than or equal to the
maximum constraint within a definite b,'md,

1

_<_KS<_ _ + _- In(NC) (32)

The algorithm proceeds as follows. The

matching tolerance is set to 4% (one percentage
point less than the top level move limit) and the
first matching constraint is put into the cumulative
function which is reduced by the optimizer until it
becomes negative. Then the first matching con-
straint serves additionally as an actual constraint
while the second matching constraint is added to the
cunaulative function which, again, is reduced by the
optimizer until it becomes negative. This
continues until all of the matching constraints
(seven of them, in this case) satisfy the 4%
tolerance. The tolerance is then reduced to 3% and

the process starts again with the first matching

constraint. This continues until all of the

matching constraints satisfy the 1% tolerance.

NUMERICAL RESULTS AND
DISCUSSION

Figures 4 and 5 show the line-of-sight (LOS)
error responses (total lateral deflection of node 1
away from the z axis) of the open- and closed-loop
initial structure to a unit displacement of node 2 in
the x direction imposed as an initial condition. The
control manages to suppress the large excursions,
but reduces the average deflections little. Also, the
damping appears light to moderate. In contrast,
figure 6 shows the response of the present design.
The overall response is drastically reduced as are the
larger excursions, and the system is more highly
damped. Note the expanded scale of figure 6.

Structural member sizes, and open- and closed-

loop eigenvalues for the present design are shown
in Tables III through V along with corresponding
results for 'Design Ir and 'Design III' from reference
17 and the initial design. It can be seen in Table
IV and figure 7 that the present design is an
improvement over 'Designs II and IIr in not only
the Frobenius gain norm, which was the objective
function in all cases, but also in the weight of the
structure, which was the objective function in the
present method's structural subsystem design.
Whereas, in the benchmark examples, the member
sizes were allowed to range widely so as to satisfy

the problem constraints as easily as possible, they
were rather more constrained in the present example

to produce the desired open-loop frequencies

at a minimum weight. This demand is undoubtedly
responsible for the reduced weight of the present
design. Since the structural mass is assumed
negligible in the dynamics, it is consistent with the
reduced weight that both the open- and closed-loop
frequencies in general show the present design to be
a more flexible one.

Several attempts were made to reduce the degree
to which the physical coupling between the
subsystems was accommodated. One approach was
to pass the modal information resulting from the
parameter matching program to the control design.
The other was to pass the desired frequencies from
the top level and the mode shapes from the
previous structural design. Both approaches failed
to converge to a feasible design. It is believed that
the sensitivities from the subsystem designs used at

the top level were inconsistent with one another
resulting in erroneous top level gradients.



CONCLUSIONS

A method for integrated control/structure

optimum design by multilevel decomposition has
been presented. It was applied to a design problem
found in the literature and the results were

compared. The method was found to produce lower
values of the objective function, which was the
Frobeaius norm of the state feedback gain matrix,
as well as the structural weight. It is concluded

that using structural weight as the decomposed
structural subsystem design objective has a
moderating influence on the weight of the design.
It was also found that the physical coupling

Ab[A Journal. Vol. 23, No. 8, August 1985, pp. 1260
- 1266.

8. Bodden, D. S.; and Iunkirts, I. L.: Eigenvalue
Optimization Algorithms for Structure/Controller
Design Iterations. AIAA Journal of Guidance and
Control, Vol. 8, No. 6, Nov.-Dec. 1985.

9. Onoda, Junjiro; and Haftka, Raphael T.:
Simultaneous Structure/Control Optimization of Large
Flexible Spacecraft. AIAA Paper No. 87-0823.

10. Miller, David F.; and Shim, Jaedong: Gradient-
Based Combined Structural and Control Optimization.
AIAA Journal of Guidance, Control, and Dynamics,
Vol. 10, No.3, May-June 1987.

between the subsystems must _ considered in the :-..... :_ =: _ :T=_- ::_:_ ......
design-procedure. The structut_to-co_oJcoup|_g 11. Lira, Kyong B.; and Junkins, John L.i
that is present in this example will occur whenever
the control synthesis is model-based.
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Table II ACOSS-4 Elements

Nodal Cross Sectional
Element Connectivities Area

1

2

3

4

5

6

7
8

9

10

11

12

1-2

2-3
2-4

3-4

1-3
1-4

2.5
2-6

3-7

3-8

4-9

4o 10

1000

10o0

10o0

1000

100

100

I0O
100

100

100

100
100

Table III

Memb_rr

No. DttilU

1 10ee

2 104'0

3 104_

4 I000

5 100

i 100

7 lee

$ lee

9 leo

10 100
11 100

! 2 100

Frobenius 17.175

Norm

Weilbt 43.69

ACOSS-4 Member
Sectional Areas

lmiaal 'Design [I "Design HI'

CroSS-

r J_clJeJll¢

(Rot'. 17) (ltd. 173 l_sip

991.07 ITS.IJI ie40.16

991.07 1991.30 1014.46

99S.07 1351.50 1054.62

99S.06 1034.27 1023.21

996.58 194;2.14 171.53

998.10 1985.75 242.75

921.64 162.3S 144D.II

982.75 159.91 153.7I

36.93 29.26 96.99

194.24 IS2.S6 217.97

30.09 29.19 29.06

67.5 1 467.09 201.62

21.960 18.431 17.945

66,086 _/./34 47.S43

Table I

Node

1

2

3

4

$

6

7

8

9

I0

ACOSS-4 Nodal Coordinates

X V

0.0 0.0

-5.0 -2.887

5.0 -2.887

0.0 5.7735

-6.0 -1.1547

-4.0 -4.6188

4.0 -4.6188

6.0 -1.1547

-2.0 5.7735

2.0 5.7735

10.165

2.0

2.0

2.0

0.0

0.0

0.0

0.0

0.0

0.0

Table IV ACOSS-4 Structural Eigenvalues
(St

r Mode Initial

N o. DeAign

1 1.80

2 2.77

3 8.35

4 8.74

5 11.54

6 17.67

7 21.73

8 22.61

9 72.92

l 0 85.37

11 105.77

12 164f.$4

uared Fre(uencles)

'Design II' *Design lIP

(ReL 17) (Ref. 17)

7.08 1.S9

3.13 2.79

5.57 4.$4

15.91 15.31

33.49 17.60

39.31 3&95

|$.79 42.95

94.51 96.37

101.$0 112.70

177.30 172.30

202.70 214.60

2.31.30 310.90

Present

Design

1.$1

4.72

5.71

13.88

17.72
18..58

3&JD

39.49

81.19

94.$9
111.98

174.73

ORIGINAL PAGE IS
OF POOR QUALITY



Initial

Design

- 0.073 + 1.342j

-0.109 + 1.663j

- 0.213 ± 2.885j

• 0237 ± 2.950j

- 0285 + 3.388j

- 0.363 ± 4.191j

-0.355 ± 4.649j

- 0.344 ± 4.744j

- 0.292 ± 8.535j

- 0.276 ± 9.247j

-0.214 + 10.283j

0.083 ± 12.905j

Table V ACOSS-4 Closed-Loop E!genvalues

'Design II'

(Ref. 17)

- 0.246 ± 1.435j

- 0.256 ± 1.762j

- 0.274 ± 2.346j

• 0.266 ± 3.980j

- 0.275 ± 5.781j

- 0.231 + 6.265j

- 0.236 ± 9.259j

- 0.261 + 9.718j

- 0.180 ±10.075j

0.217 + 13.314j

0.339 ± 14.234j

- 0.284 + 15.200j

'Design III'

(Ref. 17)

0.2522 1.369j

0.251+ 1.670j

. 0.185 ± 2.113j

- 0.267 ± 3.905j

- 0.295 + 4.185j

• 0.344 ± 5.903j

- 0.265 + 6.548j

- 0.309 ± 9.812j

- 0.290 ± 10.613j

. 0.292 ± 10.004j

. 0.231 + 10.777j

• 0.092 ± 13.323j

Present

Design

- 0207 ± 1.342j

- 0.126 ± 2.178j

- 0232 ± 2.372j

- 0.220 ± 3.720j

0262 + 4.202j

- 0.337 + 4.298j

- 0.354 ± 6.222j

- 0.302 + 6.239j

- 0.300 ± 9.005j

. 0.284 ± 9.737j

- 0.222 + 10.58j

• 0.091 ± 13.219j

Figure 1 ACOSS-4 Structural Model

y = Detailed structural
design variables

• . .._ kSensltivity i_rivatives
Modal cnaractertstac.s._ _with res t to's

for state-space m_:_e_ pec y

Optimal steady-state

Linear Quadratic Regulator

solution

Figure 2 Partial Decomposition of
Controlled Structure
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Sensitivity Derivatives j

with respect to zi's/
/J

Optimal design of
subsystem I for

constant z I ' s

rain F
z

z = Top level design
variables composed
ofparameters for

subsystems I and II

ensitivity Derivatives

ith respect to zH s

ql _ Optimal design of

i subsystem II forq_ constant z n' s
Subsystem interactions

through behavior variables

Top Level
(Integrated System)

Sublevel

(Subsystems I and II)

Figure 3 Generalized Decomposition

Error

Figure 4

i
0 $ I0 15 20 25

arne (_e)

Open-Loop Response of Initial
Structure

LOS
Error

.18

.15

.12

.09

.06

.03

0

.24

IAI._IILlill [iiii_i:;ii/iiiiiLL
Ilhi KI

|ll_l]_l[_li_l'ILI" ' ............

!

Figure 6
(xc)

Closed-Loop Response of
Present Design

LI36
Error

.4

I

,7. .............. I

0 J I0 15 20 25
trann (,_:)

Figure 5 Closed-Loop Response of
Initial Structure

t00

80

611

20

m
• _titl D_ign |

81 Design II (Ref. 17)

! DesignllI(Ref. 17)

o
FTo_nius Norm Weil_

Figure 7 Comparison of Results for
Frobenius Gain Norm and

Structural Weight
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